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ABSTRACT

Concurrent with the advanced of data cleaning process, missing data have been influentially known as one of the most common issues encountered for many research area. A real collected dataset such as medical, business, transportation and education are prone to be incomplete or missing especially when the respondents does not respond due to stress, fatigue or inadequacy of knowledge, some of the questions given are sensitive, and lack of option answers presented. One of the mechanisms in solving missing data is through imputation, which is the activity of substituting missing values with plausible records that yield to reasonable accuracy against actual values. A huge number of imputation algorithm has been proposed to estimate the missing values. Unfortunately, most imputation method employed provide less reliable estimations for missing data. Therefore, to accurately deal with missing data, an optimization of one of the state-of-the-art imputation algorithm, K-nearest neighbors (KNN), are proposed to impute those missing values. KNN algorithm has been widely adopted as an imputation algorithm for missing data due to its robustness and simplicity and it is also a promising method to outperform other machine learning methods. However, in many cases, KNN suffers from high computational cost, greater storage requirements, sensitive to noise, high time complexity, and difficult to choose the right centroid position and choice of different function for measuring the distance. Therefore, a conventional way of KNN computes an imputation method still imposes undesirable results. Accordingly, this thesis proposes to develop an optimized KNN imputation method with Grasshopper optimization algorithm (GOA) to present a better imputation result. Grasshopper optimization algorithm is a recent population based metaheuristics which have shown an improved results and efficiencies in tackling issues with missing data. The GOA is incorporated in the algorithm structure, inspired from the natural behavior of grasshopper that maximizes the imputation performance of KNN. The performances of the proposed algorithm will be applied to nine different datasets and compared with other optimization algorithms: Particle Swarm Optimization (PSO), Genetic Algorithm (GA), Dragonfly Optimization (DA), Firefly Algorithm (FFA), Ant Lion Optimization (ALO), and Moth Flame Optimization (MFO), in terms of statistical correlation, error accuracy, and running time. The results show KNNGOA has the most promising performance and outperform among other optimization algorithms with regards to imputation accuracy and fastest time computing for datasets that are large and higher percentage in missing rates (20 percent and above). The analysis of statistical test is also conducted which supports the conclusion of the experiment.
خلاصة البحث

بالتزامن مع التقدم في عملية تنقيب البيانات، تعتبر البيانات المفقودة واحدة من أكثر المشكلات شيوعًا التي واجهتها العديد من مجالات البحث. من المفترض أن تكون مجموعة البيانات الحقيقية كالبيانات الطبية، والأعمال التجارية، والنقل، والتعليم غير مكتملة أو مفقودة، وذلك بسبب الإجهاد أو التعب أو نقص في المعرفة، وإياها تساهم عدم الإجابة على بعض الأسئلة في جعل البيانات ناقصة. يعتبر التضمين إحدى الطرق لحل البيانات المفقودة. وتتم من خلال التعويض عن القيم المفقودة بقيم مقنعة الدقة. وقد تم اقتراح عدد كبير جدا من خوارزميات التخميم لتقدير القيم المفقودة. لسوء الحظ، إن معظم طرق التقدير المستخدمة تقدم تقديرات أقل موثوقية للبيانات المفقودة. لذا، للتعامل بدقة مع البيانات المفقودة، يقترح تحسين إحدى الخوارزميات وهي خوارزمية الجار الأقرب (K Nearest Neighbor algorithm، KNN) لتقييم القيم. تستخدم خوارزمية KNN على نطاق واسع نظرًا لقوتها وبساطتها، كما أنها توفر على أساليب التعلم الأخرى، ومع ذلك، في كثير من الحالات، تتبع KNN من تكلفة حسابية عالية، تطلب جزء خوارزميات هيئة مناسبة أدق، وتعتبر من الصعب اختيار موقع الأطراف المثلى، وصعوبة اختيار طريقة لقياس المسافة، ومتطلبات خوارزميات KNN. لذا، فإن الطريقة التقليدية لاستخدام KNN في عملية التضمين لا تزال تؤدي إلى نتائج غير مرغوب فيها. وفقًا لذلك، يقترح هذا البحث تطوير خوارزمية Grasshopper Optimization Algorithm (GOA) مع خوارزمية KNN (GOA، KNNGOA) لتقديم نتيجة أفضل لعملية التخمين. تلاحظ خوارزمية GOA خيار خوارزمية KNNGOA جيدة وقد أظهرت نتائجها فعالية محسنة في معالجة المشكلات المتعلقة بالبيانات المفقودة، وهي مستوحاة من السلوك الطبيعي للجندب، ويتم تطبيق أداء الخوارزمية المقترحة على مجموعة بيانات مختلفة ومقارنتها بخوارزميات التحسين الأخرى مثل: Particle Swarm Optimization (PSO)، Genetic Algorithm (GA)، Ant Lion Optimization (ALO)، Firefly Algorithm (DA) و Flame Optimization (MFO). قد أظهرت النتائج أن KNNGOA لديه الأداء المفوق بين خوارزميات التحسين الأخرى فيما يتعلق بدقته التضمين وскорة الإجراءات التي تتم على أساس البيانات التي تعد كبيرة، وعلى نسبة كمية في المعادلات المفقودة (20 بالمائة وما فوق). يتم إجراء التجارب الإحصائي أيضًا والذي يدعم النتائج.
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1.1 BACKGROUND OF STUDY

Data is an essential asset for any discipline of work to efficiently analyze a better decision making and it is accessible in every edge of life which provide different insights. The first step in data mining, with respect in collecting data, a researcher must confront with common problems that any data are prone to. Practically, data collected that inclined to missing is a major source of poor data quality. Poor data quality is inevitable which could lead your analysis utterly wrong and adversely affect the mining results regardless data mining algorithm (Mouroutis, 2015; G. Rahman & Islam, 2013; Shahzad & Ahmed, 2017).

Approximately, 67.6 percent of real-world datasets has fully acknowledged missing data problem (Aliya Aleryani, Wenjia Wang, & Beatriz De La Iglesia, 2018; Dong & Peng, 2013; Kang, 2013; Kenward, 2013), although there are increasing evidence that give attention to detail on the solution. Besides, more than 40 percent of datasets embedded in UCI Machine Learning Repository which is a platform that extensively being referred to make an empirical analysis are missing (Pan, Yang, Cao, Lu, & Zhang, 2015). In general, there are many reasonable justifications that contribute to the huge percentage of missing data which includes human error due to stress or fatigue or inadequacy of knowledge, refusal to answer questions especially when it is related to privacy issues, do not understand questions given, respondents migration, early successes of a treatment, and treatment or instrumental failures, instrument error, adverse events, and death (De Leeuw, Hox, & Huisman, 2003; Hand, 2018; Hughes,
Data cleaning is an essential process to improve efficiency of analyzing data and to ensure the quality. Data cleaning is a process of detecting and removing errors and incompleteness from data in order to improve the quality of data (Rahm & Hong Hai Do, 2000). Most healthcare, business, education, society and transportation datasets were found to be incomplete, which double suffers to perform task of data mining. This is due to the fact that incorrect prediction measures may leads to improper medical treatment, incorrect inference for business decision, wrongly grade predictions by teachers, stranded community, and under-provide accessibility for transportation (Khaldy & Kambhampati, n.d.; Lin, 2005; Tofallis, 2015). One of the major task in data cleaning phase is to fill missing values.

Many investigation towards techniques has been conducted as the solution of missing datasets, in particular case deletion, mean substitution and imputation. Case deletion plainly discard the incomplete cases from the original datasets which yield to many serious problem than solutions because the original dataset most likely differ from the group with missing data (M. Rahman & Davis, 2013). Mean substitution approach used mean value of a variable in place of the missing value for the same variable which can cause bias and lead to invalid conclusions (Kang, 2013). While imputation refers to a routine of substituting missing values with plausible values that approximately resemble the actual values. Among all three mentioned treatment towards incomplete dataset, the most adequate solution is an imputation. (Usharani & Sammulal, 2016) also reported that there are seven research issues when handling with datasets, which includes the imputation of missing values (A. Wang, Lim, Cheng, & Xie, 2018). Research on imputation methods can be discovered through statistical and machine
learning algorithm. From statistical standpoint, missing value can increase the chance to lead a massive loss information, biased parameter estimates, and reduce statistical power (Dong & Peng, 2013; Nakagawa, 2015; Rosenthal, 2017). Therefore, the advantages and limitations of statistical algorithm has been adopted into machine learning algorithm to perform better approaches in imputing missing values due to have greater performance in imputation compared to statistical methods (Jerez et al., 2010; M. Rahman & Davis, 2013).

A series of studies have been proposed machine learning as an imputation algorithm, and yet, there is no imputation algorithm that consistently outperforms others in every situation (Liu & Gopalakrishnan, 2017). However, selecting the most appropriate algorithm may significantly improve the accuracy of imputation results (Liew, Law, & Yan, 2011). Among all machine learning imputation algorithms, KNN algorithm has been widely adopted as an imputation for missing data and it is also a promising method to outperform other machine learning methods. KNN is a straightforward, yet powerful classification algorithm that computes a values estimates from the closest neighbors which has relatively high accuracy (Alizadeh, Minaei-bidgoli, & Amirgholipour, 2009; Batista & Monard, 2002; Pan et al., 2015). The favorable points on KNN are simplicity, comprehensibility and scalability (Iren & Tokle, 2017; Lamba & Kumar, 2016). Despite the simplicity associated with KNN algorithm, several studies have well acknowledged that KNN suffers from high computational cost, greater storage requirements, and sensitivity to noise. Therefore, a conventional way of KNN computes an imputation method still imposes undesirable results.

Therefore, this research propose to optimize KNN imputation method with Grasshopper optimization algorithm (GOA) to improve its performance. This
optimization algorithm mimics the behavior of grasshopper swarm for solving the optimization problems (Saremi, Mirjalili, & Lewis, 2017). GOA is a recent swarm intelligence algorithm that was developed by Mirjalili et al. in 2017 and used population based method. A life cycle of grasshopper passes through three main stages; egg, nymph and adult. The nymph grasshopper does not have wings, thus they move slowly to eat all vegetation on their path (Mafarja et al., 2017). However, after a period of time, grasshopper will become an adult with wings to form a swarm in the air and move fast to large scale region (Neve, Kakandikar, & Kulkarni, 2017). For the purpose of this study, GOA favors KNN imputation methods by surviving to avoid local optima and able to find the global space in the given space. Nevertheless, GOA beneficially balance an exploration and exploitation to drive grasshopper towards global optimum. GOA algorithm presents an accurate solution and results for constrained and unconstrained optimization problem respectively (Luo, Chen, Xu, Huang, & Zhao, 2018).

A fundamental assumptions of GOA that may improve the processes of KNN imputation can be found in the way GOA find its optimum solution. KNN estimates a values from its nearest neighbors while GOA have a high avoidance to find a solution between a set of neighborhood and provides solution among all possible solution. Besides, one of the limitations of KNN imputation is the algorithm searches through all datasets for estimating most similar instances, which takes a great deal of time. GOA favors KNN imputation in the sense of running time where one of the main characteristics of grasshopper in adulthood phase is long range and abrupt movement.
1.2 PROBLEM BACKGROUND

K-nearest neighbors (KNN) algorithm is one of the promising methods that may assists a decision maker to help making a better prediction especially in dealing with missing value (Jabbar, Deekshatulu, & Chandra, 2013). KNN is a straightforward, yet powerful classification algorithm that computes a values estimates from the closest neighbors. The favorable points on KNN are simplicity, comprehensibility and scalability (Lamba & Kumar, 2016). Despite the simplicity associated with KNN algorithm, there are numerous uncertainty to the prediction measures (Luis & Medina, 2013), which degrading the accuracy by the presence of missing value (Wu et al., 2008). Several studies have well acknowledged that KNN suffers from high computational cost, greater storage requirements, and sensitivity to noise (Batista & Monard, 2002; Classifier, Prasath, Arafat, Alfeilat, & Lasassmeh, 2017; X.-X. Wang & Ma, 2014). For the first two problems, previous studies had proposed different solutions depending on reducing the size of the training dataset (Alizadeh et al., 2009; Manning, Raghavan, & Schutze, 2008; Zheng, Guo, Tung, & Wu, 2016). The third problem was solved by considering to selectively choose $k$-value and distance metrics, which primarily determined the performance of KNN. Although for all the problems aforementioned above has been investigated and solved, no previous studies that exclusively focused to optimize the performance of KNN imputation algorithm using optimization algorithm except (De Silva & Perera, 2016).

The plausible solution on optimizing KNN imputation approach proposed by (De Silva & Perera, 2016) presents an integration between KNN and Genetic Algorithm (GA) as an imputation algorithm. The authors attempt to provide a comparison of proposed solution with constrainedly among conventional KNN imputation algorithm
and other basic imputation methods such as mean imputation and median imputation. The findings of the study assessed the performance of proposed solution is inconsistent. The proposed solution merely performs better at certain high level of missing rate for large dataset than a small missing rate in a dataset.

One way of recovering from this problem is to address the KNN imputation methods with more sophisticated algorithm. This sophisticated algorithm is proposed by integrating KNN with nature-inspired optimization algorithm, Grasshopper Optimization Algorithm (GOA). Many aspects inspired from Grasshopper Optimization Algorithm as regards to their swarming behavior, biological behaviors, and surviving strategy (Luo et al., 2018; Neve et al., 2017; Sulaiman et al., 2019). Grasshoppers are powerful insects with long and large hind jumping legs as a booster to propel in the air, where they spread the wings and take off. These creatures also have a specific social network which equip them with a particular predatory strategy. All these special characteristics of grasshopper are believe to overpower the KNN imputation methods to estimates the missing values.

1.3 RESEARCH OBJECTIVES

This research work sought to achieve the following objectives:

1. To review the existing imputation methods using machine learning algorithms.
2. To develop an optimized KNN imputation method with Grasshopper Optimization Algorithm.
3. To evaluate the performance of an optimized KNN imputation method with Grasshopper Optimization Algorithm.
4. To validate the performance of optimized KNN imputation method with Grasshopper Optimization Algorithm with other optimization algorithm with KNN imputation algorithm.

1.4 RESEARCH QUESTIONS

This study attempts to answer the following research questions:

1. What are the machine learning imputation algorithms that have been developed?
2. How does the Grasshopper Optimization Algorithm improve KNN imputation?
3. How effective is the proposed solution compared to other optimization imputation methods?

1.5 RESEARCH HYPOTHESIS

A general hypothesis for this research is imputation of missing values can be formulated and established using KNN with Grasshopper Optimization Algorithm (GOA), which overcomes the issues of the conventional techniques of KNN to impute missing values. Below is the hypothesis of the study:

H₁: The optimized KNN with Grasshopper Optimization Algorithm (GOA) has shown good performance in terms of the performance metrics and statistical analysis as compared to other optimized KNN based on optimization algorithm when imputing missing values.

A comprehensive hypotheses on statistical analysis is conversed in Section 5.3.
1.6 SIGNIFICANCE AND CONTRIBUTION

This thesis contributes to knowledge by firstly, conducting a review and provide a comparative study of imputation algorithms. The significance of the difference in performance of the methods is presented. Secondly, the significant contribution of this thesis is to propose an optimized KNN imputation algorithm with grasshopper optimization algorithm (GOA) for missing value problems.

1.7 THESIS STRUCTURE

The thesis is broken down into 6 chapters where we describe the enhancement process of KNN imputation method to achieve the highest accuracy results for missing data problem.

In Chapter 2, we provide a review of the related work and literature on missing data and imputation method. This chapter attempt to review and clarify the four well-established missing data treatment (k-nearest neighbors, decision tree, Bayesian network, and support vector machine) discovered by machine learning. Secondly, the chapter introduce a literature analysis that relevant to fill the gap and further investigate the imputation techniques.

In Chapter 3, we provide the research methodology that describes the work to introduce KNN based on seven optimization algorithm such as Genetic Algorithm (GA), Particle Swarm Optimization (PSO), Grasshopper Optimization Algorithm (GOA), Dragonfly Algorithm (DA), Firefly Algorithm (FFA), Ant lion optimization (ALO), and Moth Flame Optimization (MFO).
In chapter 4, we detail out our attempt to develop an optimized KNN imputation algorithm, KNNGOA, its pseudo code, and steps. Chapter 5 explains the experimental setup of the research, experimental data, metrics evaluation and performance metrics that evaluate the model KNNGOA algorithm with other seven optimization algorithm.

Chapter 6 focus on explaining the simulation results that we obtained from the KNN imputation methods based on seven optimization algorithm. Finally, Chapter 7 is elucidated the work of the thesis that reflect on the conclusion and future works based on the KNN imputation method based on GOA.